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1. Wstep

Problematyka odpowiedzialnosci sztucznej inteligencji za czyny zabronione pod grozba
kary jest jedna z najistotniejszych kwestii dla doktryny prawa karnego w XXI w. Techno-
logicznie zaawansowane smart robots, z uwagi na mozliwos¢ podejmowania niezaleznych
interakcji z osobami trzecimi oraz swa zdolnoscig do dostosowywania i uczenia sie, sa po
prostu nieprzewidywalne. Moga one zatem podejmowac decyzje, ktorych efektem bedzie
dziatanie naruszajace normy prawne, cztowiek zas moze by¢ albo pozbawiony mozliwosci
przewidzenia tego zachowania, albo tez nie mie¢ fizycznych lub intelektualnych zdolnosci,
by do tego nie dopusci¢. Odpowiedzia na powyzszy stan rzeczy winno zatem by¢ albo prze-
modelowanie i zredefiniowanie podstawowych zasad i poje¢ z zakresu prawa karnego, albo
stworzenie catkowicie nowych i odrebnych zasad odpowiedzialnosci penalnej za dziatania
autonomicznych robotéw.

2. Upodmiotowienie prawne podmiotéw pozaludzkich
Z uwagi na obowigzujaca W Polsce zasade nullum crimen sine lege uregulowanie prob-
lematyki odpowiedzialno$ci autonomicznych robotéw musiatoby nastapi¢ w akcie ran-

gi ustawowej, a nie podustawowej. Mogtoby to przyjac jedna z trzech alternatywnych
form. Pierwsza polegataby na wprowadzeniu odpowiednich regulacji do czesci 0ogolnej
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ustawy — Kodeks karny™. Druga na stworzeniu odrebnej czesci w ramach Kodeksu karne-
go, wzorem obecnej czeéci wojskowej i sformutowaniu w niej odmiennych zasad odpo-
wiedzialno$ci oraz odregbnych kar. Trzecia za$ na uchwaleniu osobnej ustawy, mniej ub
bardziej niezaleznej od Kodeksu karnego, w ktérej analogicznie do ustawy — Kodeks karny
skarbowy? bytyby zawarte swoiste czesci: 0gdlna, szczegdlna i procesowa.

W opinii autorki jako najbardziej utylitarne jawi si¢ rozwiazanie trzecie, czyli ure-
gulowanie odpowiedzialno$ci penalnej autonomicznych robotow samodzielnie, a wigc
w oderwaniu od regulacji zawartych obecnie w Kodeksie karnym. Zasadne bytoby tez
rozwazenie, aby w ramach nowej ustawy wyraznie wylaczy¢ zastosowanie przepisdw czesci
ogo6lnej Kodeksu karnego, do czego zobowiazuje art. 116 k.k. W dalszej kolejnosci naleza-
toby okresli¢ zakres podmiotowy rzeczonych przepisow, czyli sformutowac, jakie podmioty
podlegaja tego typu odpowiedzialnosci.

3. Definicja legalna autonomicznego robota

Na gruncie poczynionych wyzej ustalen oraz majac na uwadze gwattowny rozwoj osiag-
nie¢ W dziedzinie robotyki, w nastepstwie ktorego roboty moga by¢ nie tylko narz¢dziem
w rekach sprawcOw popehniajacych czyny zabronione, ale takze sprawcami tych czynéw,
w pierwszej kolejnosci nalezatoby sformutowacé definicje legalng autonomicznego robota
(smart robot)®. Potoczne rozumienie tego terminu jest bowiem bardzo szerokie i nie po-
zwala na wyodrebnienie réznic miedzy wyposazonymi W sztuczna inteligencje, technicznie

zaawansowanymi programami a zwyktymi, wykorzystywanymi do prostych powtarzalnych
czynno$ci maszynami. Te pierwsze to autonomiczne (the capability for autonomy) systemy,
ktore dzieki algorytmom sztucznej inteligencji oraz mozliwosci uzyskiwania dostgpu do
ogromne;j liczby danych sg w stanie rozwijac si¢ i uczy¢ (the potential for self-learning from
experience and interaction) oraz dostosowywac swoje zachowanie do okoliczno$ci (the abi-
lity to adapt behaviours and actions to the environment)*. Te drugie za$ to proste maszyny
pozbawione mozliwosci wchodzenia w interakcje z ludzmi oraz niezdolne do samoczynnej
zmiany swego zachowania (np. samojezdne odkurzacze, inteligentne pralki czy suszarki).
W $wietle powyzszych spostrzezen jasne jest, ze wyinterpretowanie znaczenia terminu
inteligentny lub autonomiczny robot z jezyka potocznego przy pomocy wyktadni jezyko-
wej nie bedzie mozliwe. Po pierwsze dlatego, ze leksykalne jego znaczenie jest wyjatkowo
niedookreslone, a w mysl zasady nullum crimen sine lege certa to na ustawodawcy karnym
spoczywa obowigzek dostatecznej okreslonosci czynu zabronionego. Po drugie za$, z powodu
tego, ze znaczenie rzeczonego pojecia na potrzeby prawa karnego nie moze si¢ wyczerpywac

1 Ustawa z 6.06.1997 r. — Kodeks karny (Dz.U. 22025 r. poz. 383), dalej: k.k.

2 Ustawa z 10.09.1999 r. — Kodeks karny skarbowy (Dz.U. z 2025 r. poz. 633).

3Zab. § 59 pkt f Rezolucji Parlamentu Europejskiego z 16.02.2017 r. zawierajacej zalecenia dla Komisji
w sprawie przepisdw prawa cywilnego dotyczacych robotyki (2015/2103(INL)) (Dz.Urz. UE C 252,
s. 239).

4 T. Mahler, Smart Robotics in the EU Legal Framework. The Role of the Machinery Regulation, ,,Oslo
Law Review” 2024/11(1), s. 1.
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tylko na ptaszczyznie semantycznej, bylaby ona bowiem zbyt uboga i nie oddawata funkcji,
jaka 6w autonomiczny robot moze realizowaé przy popetnieniu czynu zabronionego.

Konkludujac te czgs$¢ rozwazan, nalezy stwierdzi¢, ze definicja normatywna robota musi
uwzglednia¢ jego autonomie Oraz przyznawa¢ mu status zblizony do osoby prawnej, tj.
uznawac go za podmiot prawa, ktory nie jest cztowiekiem. Konieczne jest takze uwzgled-
nienie wspomnianej wyzej dychotomii, a wige faktu, ze wytacznie smart robots maja zdol-
no$¢ do samostanowienia i podejmowania autonomicznych decyzji, potencjat uczenia sig,
wechodzenia w interakcje z ludzmi oraz zdolno$¢ do adaptacji swego zachowania. Z punktu
widzenia karnomaterialnego istotne bytoby tez wyrazne podkreSlenie ich niebiologicznego
(unbiological) charakteru oraz mnogos$¢ i réznorodnoé¢ funkeji (w formie przyktadowego
wyliczenia), ktore roboty te mogg petnic.

4. Definicja przestepstwa i czynu zabronionego

W dalszej kolejnosci niezbgdna bytaby zmiana definicji przestepstwa. Tradycyjnie
rozumiane prawo karne, skoncentrowane na odpowiedzialno$ci osoby fizycznej, nie jest
bowiem w stanie odpowiednio zarcagowaé na ewentualne zachowania bezprawne podjete
przez roboty. Z tego tez powodu wszelkie tego typu dziatania i zaniechania sg de lege lata
bezkarne®.

U zrodet tego przekonania lezy przede wszystkim fakt, Ze obecnie podmiotem przestep-
stwa i przedmiotem kary moze by¢ wytacznie osoba fizyczna. To z kolei oznacza, ze kazda
préba pociagnigcia autonomicznego robota do odpowiedzialnosci karnej na podstawie
obecnie obowigzujacych przepisow stanowitaby przejaw stosowania analogii 1 wyktadni
rozszerzajacej na niekorzysc ,,sprawcy”, ktore — jak wiadomo — sg niedopuszczalne na
gruncie prawa karnego (nullum crimen sine lege stricta). Co istotne i znamienne, przyjete
w prawie karnym pojecie czynu takze nie znajduje zastosowania do autonomicznych ro-
botéw. Karnodogmatyczna analiza tre$ci tego terminu jednoznacznie sktania bowiem do
supozycji, ze moze si¢ go dopusci¢ wylacznie cztowiek i, Co wigcej, uczynic to w Sposob
$wiadomy®. Robot za$ ex definitione nie jest cztowiekiem.

Na tle istniejacej regulacji niezwykle trudne, jesli nie niemozliwe, bytoby tez ustalenie
stanu jego ,,swiadomosci”. Bardzo skomplikowane bytoby tez udowodnienie, ze $wiadomos$¢

5 W polskiej literaturze przedmiotu zgodnie podkresla sie, ze cho¢ w art. 115 k.k. brak jest definicji
legalnej przestepstwa, to jednak mozna ja wyinterpretowac z art. 1 § 1-3 k.k. Na tej tez podstawie
przyjmuije sie, ze przestepstwo to czyn cztowieka zabroniony przez ustawe pod grozbg kary, obowigzujgca
W czasie jego popehienia jako zbrodnia lub wystepek — bezprawny, zawiniony, spotecznie szkodliwy
w stopniu wyzszym niz znikomy. Por. L. Gardocki, Prawo karne, Warszawa 2021, s. 50.

eW opinii Wiadystawa Maciora przez pojecie czynu nalezy rozumiec ,takie ludzkie zachowanie sie,
ktore powstaje pod wplywem aktywnej roli $wiadomosci i jako jej produkt przeszto przez stadium
decyzji podjetej ze wzgledu na okreslony cel, a nastepnie uzewnetrznito si¢ w postaci dziatania” — zob.
W. Macior, Czyn ludzki i jego znaczenie w prawie karnym. Zagadnienia podstawowe, Warszawa 1990,
S. 62.
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ta znalazta odzwierciedlenie w decyzji robota, a tym samym Ze podjgte przezen dziatania
lub zaniechania moga by¢ uznane za wiasne, a nie np. wymuszone przez cztowieka.
Niewatpliwej zmiany wymagalaby tez sformutowana obecnie na gruncie art. 115

8 1 k.k definicja czynu zabronionego przede wszystkim w obszarze takich przestanek,
jak posta¢ zamiaru czy motywacja sprawcy. Analogiczne bowiem do ustalania, czy doszto
do popehienia czynu, rozpoznanie prawdziwych intencji i zamierzen sprawczych robota
w przypadku przestepstw kierunkowych, a wigc tych, w ktérych ustawodawca podkresla
cel dziatania sprawcy (np. oszustwo, kradziez, kradziez rozbodjnicza, wymuszenie rozbojni-
cze etc.), bytoby niezwykle trudne’. Argumentem przemawiajacym za takim przekonaniem
jest to, ze oskarzenie musiatoby nie tylko dowies¢, ze elementy przedmiotowe tych prze-
stepstw miescity si¢ W §wiadomosci robota, ale tez iz byly one objete jego wola.

5. Wina

Zupelnie oddzielnym zagadnieniem w aspekcie dyskusji 0 usankcjonowaniu odpowie-
dzialno$ci penalnej autonomicznych robotow jest zakres podmiotowy przepiséw o odpo-
wiedzialnosci karnej. Przechodzac do szczegdtow, nalezy w pierwszej kolejnosci wskazac,
ze obecnie wypracowane pojecie winy nie daje si¢ odnies¢ do autonomicznych robotow.
Po pierwsze dlatego, ze odpowiedzialno$¢ karna uksztattowana zostata jako odpowiedzial-
nos$¢ za czyn wiasny na zasadzie winy. Tymczasem podejmowane przez roboty decyzje
maja charakter zautomatyzowany i zapadaja na podstawie okre$lonego algorytmu, a nie
w sposob refleksyjny. To z kolei pozwala przyja¢, ze — w odréznieniu od cztowieka — robot
nie ocenia ani nie ,,wazy” poszczegolnych okolicznosci in concreto, tylko dziata w taki
sposob, w jaki zostal zaprogramowany?®. Z tego tez powodu nie potrafi on niuansowa¢
istniejacych nakazow i zakazOw ani wiasciwie rozstrzygac, ktdry czyn charakteryzuje si¢
wyzszym stopniem spotecznej szkodliwosci lub tez jakie dobro chronione prawem nalezy
w danych okolicznosciach poswieci¢®. Konsekwencja powyzszego jest zatem brak strony
podmiotowej czynu zabronionego, a zarazem personalnej zarzucalno$ci.

Swoistym remedium na powyzsze problemy moze by¢ rekomendowane niekiedy w li-
teraturze przedmiotu wskazanie robotowi konkretnej kwantyfikacji stopnia spotecznego

T S. Frankowski, Przestepstwa kierunkowe w teorii i praktyce, Warszawa 1970, s. 33-35.

& J. Lachowski, Prawnokarne oceny eksploatacji prostytucji uprawnianej przez roboty humanoidalne, ,,Ius
Novum” 2024/18, s. 9.

® Akademickim przyktadem obrazujgcym ten problem jest zakodowanie robotowi ze wszech miar uza-
sadnionego i racjonalnego nomen omen zakazu ,,nie przejezdzaj na czerwonym $wietle”. W praktyce
jednak zakaz ten moze pozostawaé w sprzecznosci z poleceniem sformutowanym jako: ,,nie pozwo6l
kierowcy zgina¢ w wyniku uderzenia przez nadjezdzajaca cigzarowke”. W odroznieniu bowiem od
robotéw, ludzie zdaja sobie na og6t sprawe, ze ,,nie przejezdzaj na czerwonym $wietle” nie oznacza
,»higdy nie przejezdzaj na czerwonym swietle”, lecz ,,nie przejezdzaj na czerwonym $wietle, chyba
Ze masz wystarczajaco dobry powod, by to uczyni¢”. Przytoczono za: M.A. Lemley, B. Casey, How
to Punish a Robot?, ,,Stanford Law School”, https://law.stanford.edu/wp-content/uploads/2022/07/
How-to-Punish-a-Robot-CH-Abridged-MAL-BC.pdf (dostgp: 2.12.2025 r.).
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niebezpieczenstwa czynu lub wyrazne zaprezentowanie mu, jakie dobra chronione pra-
wem zobowigzany jest strzec w pierwszej kolejnosci®®. Zastosowanie takiego rozwigzania
sprawiloby, Ze robot nie musiatby samodzielnie stopniowac¢ spotecznej szkodliwosci czynu,
lecz opieratby si¢ na gotowej operacjonalizacji wgranej mu przez programiste. Nawet jednak
i w takiej sytuacji pociggnigcie go do odpowiedzialnosci karnej kreowanej przez art. 1 § 3 k.k.
byloby niezwykle trudne, wymagatoby bowiem udowodnienia istnienia okre$lonej relacji
psychicznej albo stosunku psychicznego miedzy ,,sprawcg” a czynem.

Przy tej okazji, majac na uwadze kompleksowos¢ projektowanej nowelizacji, nalezato-
by si¢ zastanowi¢ nad dookresleniem przestanek odpowiedzialnosci 0sdb, ktdre uchybity
obowigzkowi nadzoru lub kontroli nad dziataniem robota. Ujmujac rzecz krocej 1 prosceiej,
mozna stwierdzi¢, ze niekiedy przyczyng popehienia czynu zabronionego moze by¢ trudne
do przewidzenia dziatanie robota, innym zas razem jego okreslona wada projektowa lub
wdrozeniowa badz brak odpowiedniego nadzoru. W $wietle powyzszego niejednoznacz-
nie jawi si¢ jednak kwestia tego, czy zasadne bytoby odejscie od przyjetego w obecnie
obowigzujgcej ustawie rozwigzania polegajacego na indywidualizacji odpowiedzialnoci
karnej, czy tez ujecie winy w kategoriach nieznanych prawu karnemu, a wypracowanych
w prawie cywilnym. W przypadku opowiedzenia si¢ za drugim rozwigzaniem warte roz-
wazenia bytoby usankcjonowanie takiej konwencji normatywnej, ktéra pozwolitaby na
poszukiwanie uzasadnienia dla niej w ,,szeroko rozumianej bezprawnosci, zamiast w winie
W ujeciu podmiotowym po stronie bezposredniego sprawcy szkody™. W takim tez wypad-
ku zasadne byloby stworzenie czego$ na ksztalt winy anonimowej tudziez organizacyjnej,
mogacej mie¢ zastosowanie wowczas, gdy niemozliwe byloby ustalenie, ktora z oséb ponosi
odpowiedzialno$¢ za przestepcze dziatania lub zaniechania robota®.

Jest konstatacja tylez istotna, co oczywista, ze powyzsze rozwigzanie mogtoby naruszaé
kontratyp stypizowany w art. 27 k.k. i statuujacy ryzyko nowatorstwa, a tym samym nie-
korzystnie wptywac na poziom postgpu W szeroko rozumianej technice™®. Niewatpliwie tez
wprowadzenie takiego instrumentu prawnego i przypisywanie na jego podstawie sprawstwa
niezindywidualizowanej osobie stanowitoby przyktad odpowiedzialnosci zbiorowej albo
wrecz odpowiedzialnosci obiektywnej (strict or absolute liability), wykluczajacej jakie-
kolwiek okolicznosci ekskulpacyjne. To zas$ skutkowatby w praktyce pociggnigciem do

10°W. Barfield, Y.H. Wengh, U. Pagallo, The Law, Policy and Regulation for Human — Robot Interaction,
Cambridge 2024, s. 28 i n.; J.M. Balkin, The Three Laws of Robotics on the Age of Big Data, ,,Ohio
State Law Journal” 2017/78, s. 17.

11 Zobh. szerzej: A. Gtowacka, Wina osoby prawnej. Koncepcja winy anonimowej, ,,Acta Erasmiana”
2016/12(25), s. 4, https://repozytorium.uni.wroc.pl/Content/78820/PDF/03_Glowacka_ A Wina_
osoby_prawnej%20_koncepcja_winy_anonimowej.pdf (dostgp: 2.12.2025.).

12 Zob. szerzej: M. Bieszczad, Znaczenie koncepcji winy organizacyjnej i winy anonimowej przy dochodzeniu
roszczen cywilnoprawnych przez pacjentow, ,Palestra” 2019/6, s. 56-58; M. Safjan, Odpowiedzialnos¢
deliktowa os6b prawnych. Stan obecny i kilka uwag de lege ferenda, ,,Studia Turidica” 1994/21, s. 187.

B 1. Zdunski, Przestanki ryzyka nowatorstwa, ,,Prokuratura i Prawo” 2010/10, s. 47-48.

¥ M. Matecki, Przypisanie winy. Podstawy teorii ekskulpantéw, Krakéw 2019, s. 107-133.
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odpowiedzialnosci karnej osoby, ktérej czyn nie wypetnit znamion czynu zabronionego
i ktérej nie mozna postawi¢ zarzutu zawinienia®.

Rozwigzanie to miatoby jednak duzo wigksza doniostos¢ praktyczng zwlaszcza wowczas,
gdy zidentyfikowanie osob fizycznych odpowiedzialnych za przestgpne dziatanie lub zanie-
chanie robota byloby bardzo trudne. Takie sytuacje moga za$ mie¢ miejsce czgsto, albowiem
proces ,,tworzenia” robota jest zjawiskiem o charakterze ponadnarodowym i ztozonym,
w ktorym uczestnicza inzynierowie, konstruktorzy czy mechanicy, a ich czynnosci pozostaja
ze sobg w $cistym zwigzku. Oceny stanu faktycznego nie utatwia takze asymetria informacji,
anonimowo$¢ uczestnikow biorgcych udziat w procesie tworzenia oraz fakt, ze podejmowane
przez smart robots decyzje coraz czesciej sg konsekwencja algorytmow o ogromnej ztozonosci
i niejasnosci. W rezultacie pomimo ze odstapienie od zasad odpowiedzialnosci osobistej
i indywidualnej stanowitoby catkowite odejscie od polskich kanonow prawa karnego, to
jednak pozwolitby na normatywne zaakcentowanie, ze nadzér ma kluczowe znaczenie przy
postugiwaniu si¢ sztuczng inteligencja. Drugiego rodzaju skutkiem wprowadzenia takiego
rozwigzania normatywnego byloby zapewne ,,wyhamowanie” rozwoju technologicznego
Al; jej producenci, producenci oprogramowania czy konstruktorzy prawdopodobnie
wprowadziliby bowiem jakie$ limity samouczenia sig, aby zapobiec niedozwolonym lub
nieoczekiwanym zachowaniom tych podmiotow.

6. Sankcje penalne

Na tle przeprowadzonych powyzej rozwazan zasadne wydaje si¢ sformutowanie jeszcze
jednego postulatu de lege ferenda. Sprowadza si¢ on do tego, aby opracowa¢ skuteczne,
proporcjonalne i odstraszajace srodki zaradcze lub sankcje karne wobec Al. Specyfika od-
powiedzialnosci, do jakiej mozna pociggna¢ autonomicznego robota, sprawia, ze katalog
omawianych srodkow penalnym nalezatoby podzieli¢ na dwie grupy.

Do pierwszej z nich nalezatyby te, ktore umozliwiatyby zrekompensowanie pokrzywdzo-
nemu poniesionych strat oraz przywrocenie stanu sprzed popelnienia czynu zabronionego
(vide polskie srodki kompensacyjne stypizowane w art. 46 k.k.). W ramach tej kategorii
sankcji dopuszczalne bytoby zatem orzeczenie obowigzku naprawienia, w catosci albo
w czgsci, wyrzadzonej przestepstwem szkody badz zado§¢uczynienia za doznang krzywde
oraz przepadku, ktory umozliwiatby przejecie przedmiotow pochodzacych posrednio
z czynu zabronionego lub tych, ktdre stuzyty albo byly przeznaczone do jego popetnienia.
Na tym tle w literaturze przedmiotu pojawiaja si¢ jednak dos¢ czgsto opinie, ze cho¢ wy-
posazenie autonomicznego robota w zdolnos¢ do ponoszenia odpowiedzialnosci za szkode
wyrzadzona jego ,,wlasnym” dziataniem jest gieboko racjonalne oraz zgodne z zatozeniami
sprawiedliwosci naprawczej (restorative justice), to jednak roboty nie maja przeciez wtasnych

5 W kontekscie funkcjonowania podmiotdw zbiorowych zwraca na to uwage M. Pniewska, Problema-
tyka charakteru prawnego odpowiedzialnosci podmiotéw zbiorowych za czyny zabronione pod grozbg kary
w prawie polskim, ,,Studia luridica Toruniensia” 2010/4, s. 189.
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pienigdzy ani nie sa w stanie samodzielnie wyplaci¢ odszkodowania®. Nie polemizujac z t3
stuszng konkluzja, pragne jednak poczyni¢ zastrzezenie, ze wspotczesnie usprawnieniem
zdolnosci sztucznej inteligencji nie zajmuja sig, jak dawniej, uniwersytety czy techniczne
uczelnie wyzsze, lecz przede wszystkim potgzne i czerpigce ogromne zyski finansowe mig-
dzynarodowe korporacje (np. Alphabet, spotka macierzysta Google’a, czy Facebook)Y.
Z tego tez powodu by¢ moze uzasadnione bytoby, aby producenci, operatorzy, wiasciciele
czy uzytkownicy robotow liczyli si¢ z koniecznoscig wynagrodzenia szkod pozostajacych
w okreslonym zwigzku z funkcjonowaniem stworzonych przez nich lub nadzorowanych
robotow®,

Do kategorii drugiej zaliczy¢ mozna by tego typu sankcje, ktore zobowigzywatyby smart
robots do zaangazowania si¢ w okre$lone zachowanie lub powstrzymania od okreSlonego
zachowania (vide polskie srodki karne — art. 39 k.k.). Trudno$¢ zwigzana z ich stosowaniem
polegataby jednak na tym, ze roboty nie mogg realizowa¢ dziatan niezapisanych w ich
kodzie komputerowym. Aby zatem ,,zresocjalizowa¢” robota oraz ,,zobowigzaé” go do
zgodnego z prawem dzialania lub zaniechania, niezbedne bytoby wgranie mu stosownych
instrukcji. To z kolei wymagatoby jednoznacznego sprecyzowania, czy dane zachowanie
jest tym, ktorego nalezy zakaza¢, do ktérego popelnienia nalezy zniechecié, ktore nalezy
opodatkowac¢ czy tez na ktore zezwoli¢. Nalezatoby tez jednoznacznie okresli¢, kto w ist-
niejagcym tancuchu projektowania, szkolenia, posiadania i obstugi robotow powinien by¢
odpowiedzialny za ewentualnie wyrzadzong szkode.

W mojej opinii nie zastuguje natomiast na aprobate postulat, by wobec robotow sto-
sowane byly srodki penalne zawierajace wyrazny element sankcji i moralnego osadu (vide
polskie kary —art. 32 k.k.). Podstawowa przestankg do takiej krytyki jest fakt, iz roboty
pozbawione sg mozliwosci doswiadczania refleksji, bolu i cierpienia tym samym niemozliwe
ale i bezskuteczne bytoby orzeczenie wobec nich kary stanowigcej osobista dolegliwosc.

Na koniec nalezatoby si¢ takze zastanowi¢, Czy samouczgce si¢ maszyny powinny
odpowiada¢ za wszystKie przestgpstwa, tj. czy winny by¢ w tym zakresie rowne osobom
fizycznym, czy tez katalog takich przestepstw powinien zosta¢ jako$ ograniczony. W opinii
autorki bardziej zasadne wydaje si¢ drugie rozwigzanie, trudno sobie bowiem wyobrazi¢, ze
robot bedzie odpowiadat za przestepstwo narazenia na zarazenie (art. 161 k.k.), zmuszania

16 Zob. A. Hadzi, D. Roio, Restorative Justice in Artificial Intelligence Crimes, ,,Journal for Digital Cul-
tures”, 20.11.2019, s. 15 i n.; M. Wenzel, T.G. Okimoto, How Acts of Forgiveness Restore a Sense of
Justice: Addressing Status/Power and Value Concerns Raised by Transgressions, ,,European Journal of Social
Psychology” 2010/40(3), s. 401-417.

¥ A. Hadzi, D. Roio, Restorative Justice..., S. 16.

18 7 oczywistych wzgleddw nie bedzie to tatwe. Autonomiczne roboty sktadajg sie z wielu komponentow,
uczg si¢ na podstawie biezacych interakcji z tysigcami, milionami, a nawet miliardami danych, czgsto sg
projektowane, obstugiwane lub dzierzawione przez wiele roznych podmiotow, zas wptyw na ich postawe
wywieraja nie tylko projektanci, lecz takze osoby trzecie Z tego tez powodu ich ,,zachowanie” moze
by¢ wyjatkowo nieprzewidywalne. Za przyktad moze tu postuzy¢ stan faktyczny, w ktérym chatbot
Microsoftu, Tay, zaczat wygtasza¢ nazistowskie i homofobiczne uwagi pod adresem internautow po
interakcji z tzw. trollami na dwczesnym Twitterze. Zob. szerzej: J. Vincent, Twitter Taught Microsoft’s
Al Chatbot to Be a Racist Asshole in Less Than a Day, ,,The Verge”, 24.03.2016, https://www.theverge.
com/2016/3/24/11297050/tay-microsoft-chatbot-racist (dostgp: 2.12.2025 r.).
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do matzenstwa (art. 191 b k.k.), seksualnego wykorzystania bezradnosci (art. 198 k.k),
bigamii (art. 206 k.k.) czy rozpijania matoletniego (art. 208 k.k.); niewykluczone jednak,
ze wyobraznia piszacej te stowa nie jest wystarczajaco rozwinieta.

7. Podsumowanie

Uregulowanie odpowiedzialnosci karnej autonomicznych robotow za czyny zabronione
pod grozba kary budzi wiele watpliwosci natury prawnej, moralnej i filozoficznej. Wsrod
przedstawicieli doktryny pojawiaja si¢ niekiedy glosy, Ze rozwazania nad takim kierunkiem
zmian legislacyjnych stanowi przyktad nieuzasadnionej futurologii, nie kazda bowiem nowa
tendencja technologiczna widoczna w rzeczywisto$ci spolecznej wymaga ingerencji karno-
prawnej. Zastrzezenia budzi tez fakt, ze upodmiotowienie prawne robotow jest sprzeczne
z humanistyczng aksjologia otaczajgcego nas swiata.

W opinii autorki twierdzenia te nie zashuguja jednak na aprobate. Zasygnalizowane po-
wyzej jedynie skrotowo zagadnienia stanowia o potrzebie wprowadzenia do ustawodawstwa
karnego odpowiednich regulacji umozliwiajacych penalizowanie bezprawnych zachowan
autonomicznych robotéw. Wyznacznikiem racjonalnej polityki karnej zawsze jest bowiem
nadazajace za aktualnymi wyzwaniami prawo karne. Tak tez powinno by¢ w tym wypadku.
Wplyw nauki i nowych technologii na codzienne zycie ludzi oraz rozwdj przestepczosci
jest przeciez niezaprzeczalny. By zatem prawo nie stalo si¢ anachronicznym przezytkiem,
konieczne jest wprowadzenie zmiany jego ram oraz dodania nowej kategorii podmiotéw,
nawet jesli na razie jawi si¢ to jako nieco przedwczesne.
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